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On the 1-Wasserstein Distance between
Location-Scale Distributions and the Effect of

Differential Privacy
Saurab Chhachhi, Student Member, IEEE, and Fei Teng, Senior Member, IEEE,

Abstract—We provide an exact expressions for the 1-
Wasserstein distance between independent location-scale
distributions. The expressions are represented using lo-
cation and scale parameters and special functions such
as the standard Gaussian CDF or the Gamma function.
Specifically, we find that the 1-Wasserstein distance be-
tween independent univariate location-scale distributions
is equivalent to the mean of a folded distribution within
the same family whose underlying location and scale are
equal to the difference of the locations and scales of the
original distributions. A new linear upper bound on the
1-Wasserstein distance is presented and the asymptotic
bounds of the 1-Wasserstein distance are detailed in the
Gaussian case. The effect of differential privacy using the
Laplace and Gaussian mechanisms on the 1-Wasserstein
distance is studied using the closed-form expressions and
bounds.

Index Terms—Wasserstein distance, location-scale fam-
ilies, closed form expression, analytical expression, differ-
ential privacy, statistical distance.

I. INTRODUCTION

A. Background

The Wasserstein distance has been widely used as a
metric to represent the distance between two probability
measures. Uses range from loss functions for Generative
Adversarial Networks (GAN) [1], bounding generalisa-
tion errors of machine learning models [2], determining
estimator properties [3] and even assessing data quality
[4]. One of the main advantages of the Wasserstein
distance over other distances/divergences such as the
Kullback-Liebler divergence (KLD) is that it is a metric.
As such, it obeys four axioms: (1) identity of indis-
cernibles d(x, x) = 0, (2) symmetry d(x, y) = d(y, x),
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(3) triangle inequality d(x, z) ≤ d(x, y) + d(y, z), and
(4) non-negativity d(x, y) ≥ 0 [5]. In addition, unlike
the KLD, the Wasserstein distance is finite even when
neither measure is absolutely continuous with respect to
the other [6].

The analytical definition of the Wasserstein distance
(also called the Kantorovich distance, Mallow’s distance,
Lp-metric and the Earth Mover’s Distance for special
cases) is given by [7, Definition 6.1]:

Definition I.1. (p-Wasserstein distance). Let (X, d) be a
Polish metric space, and let p ∈ [1,∞). For any two
marginal measures µ and ν on X , the Wasserstein
distance of order p between µ and ν is given by:

Wp(µ, ν) =

(
inf

π∈Π(µ,ν)

∫
X
d(x, y)pdπ(x, y)

)1/p

(1)

= inf{E[d(X,Y )p]1/p,

µ = Fµ(X), ν = Fν(Y )}
(2)

where, Π(µ, ν) denotes the collection of all measures on
X with marginals µ and ν. The set Π(µ, ν) is also called
the set of all couplings of µ and ν.

In general, the Wasserstein distance does not admit
closed-form expressions. There are two exceptions: (1)
when X and Y are Gaussian then W 2

2 (X,Y ) admits a
closed-form expression and (2) when the distributions
are univariate (d = 1) [8].

The 2-Wasserstein distance between two Gaussians,
X1 ∼ N(µ1,Σ1) and X2 ∼ N(µ2,Σ2), has the fol-
lowing closed-form representation for distributions [9,
Theorem 2.2]:

W 2
2 (X1, X2) = ‖µ1 − µ2‖2 + Tr (Σ1) + Tr (Σ2)

− 2 Tr

((
Σ

1/2
1 Σ2Σ

1/2
1

)1/2
)

(3)

where Tr(Σi) is the trace of the covariance matrix Σi.
Although the above analytical expression is valid

in the special case of Gaussians it provides a lower
bound on the 2-Wasserstein distance for any symmet-
ric distribution with the same distributional parameters
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(µi,Σi) [10, Theorem 2.5]. In the univariate case, this
expression for the 2-Wasserstein distance is exact for any
elliptical symmetric distribution [11]. Given the closed-
form expression for the 2-Wasserstein distance it has
been popular. However, depending on the application,
the 1-Wasserstein distance may be more desirable. For
example, assuming d(x, y) is the Euclidean distance
the 1-Wasserstein distance is more robust to outliers
as compared to the 2-Wasserstein distance (similar to
difference between the mean absolute loss and the mean
squared loss in linear regression models). Additionally,
the 1-Wasserstein distance is used extensively for GANs
because of the properties of its dual representation (re-
striction to 1-Lipschitz functions) as a special case of the
Kantorovich-Rubenstein duality theorem which does not
extend to the 2-Wasserstein distance [1], [8]. Although,
we note that GANs based on the 2-Wasserstein distance
have also been explored [12].

In the univariate case, the Wasserstein distance simpli-
fies to a function of the difference between the quantile
functions (F−1

X (q) = inf{x : FX(t) ≥ q}, q ∈ (0, 1)):

Wp(X,Y ) =

(∫ 1

0
|F−1
X (q)− F−1

Y (q)|pdq
)1/p

(4)

Additionally, when p = 1, an alternative expression
in terms of the cumulative distribution functions (CDF)
can be obtained:

W1(X,Y ) =

∫
R
|FX(t)− FY (t)|dt (5)

We note here that the above representation shows that
in the univariate case the 1-Wasserstein distance is the
area between the marginal CDFs. This observation also
leads to another definition of the 1-Wasserstein distance
based on copulas [5].

B. Motivation

Although (5) provides a practical method for calculat-
ing the univariate 1-Wasserstein distance in many appli-
cations, a closed-form or analytical expression directly
in terms of distributional parameters remains desirable.
Indeed a closed-form/analytical representation would be
more computationally efficient and convenient as it does
not require the evaluation of an integral [5] and bypasses
the need to conduct Monte-Carlo simulations. A closed-
form expression also allows for exact solutions to, for
example, DRO problems [13]. It would also provide
exact expressions for the effect of noise addition in
differentially-private data analysis when the Wasserstein
distance may be used as a metric of data utility [14]. In
this case it is also desireable to be able to compute the

Wasserstein distance privately to avoid potential privacy
infringements.

In the univariate discrete case, the Wasserstein dis-
tance is equivalent to the cardinality of set intersec-
tion between the two histograms [15]. This can be
calculated privately using multiparty computation mech-
anisms known as Private Set Intersection-Cardinality
(PSI-CA) which have at least O(n) complexity. Closed-
form expressions would allow for more efficient private
calculation mechansism. However, to the best of our
knowledge, a closed-form representation, in terms of
distributional parameters, for the 1-Wasserstein distance
for many widely used distributions (e.g. Gaussians) is not
available either in the multivariate case or the univariate
case.

C. Contribution

This paper will focus on the 1-Wasserstein distance
between independent univariate distributions belonging
to a location-scale family.

Definition I.2. (Location-scale Distribution) For α ∈ R
and β ∈ (0,∞), let X = α + βZ. The two-parameter
family of distributions associated with X is called the
location-scale family associated with the given (stan-
dard) distribution of Z ∼ (0, 1) if its CDF is a function
only of x−α

β :

FX(x | α, β) = F

(
x− α
β

)
(6)

with the standard CDF defined as:

FZ(x) = ΦZ(x) (7)

Consequently, its quantile function can be expressed as:

F−1
X (q | α, β) = α+ βΦ−1

Z (q) (8)

where Φ−1
Z (q) is the quantile function for the standard

distribution Z.

For the avoidance of confusion we specify that, α is
the location parameter and β the scale parameter where
as µ denotes the usual mean, σ the standard deviation,
and Σ the covariance matrix in the multivariate case.
When referring to a specific random variable within the
location-scale family, with a slight abuse of notation
ΦD(x) and Φ−1

D (q) denote the standard CDF and quan-
tile functions for a distribution Z ∼ D(0, 1), respectively
(e.g. N for the Gaussian or Lap for the Laplace).
Lastly, we use the term closed-form throughout to mean
either truly closed-form expressions (i.e. those based
solely on elementary functions) or analytical expressions
(i.e. those which include functions such as the Gamma
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function, Γ(k), or the standard Gaussian CDF, ΦN (x),
which can be efficiently computed from lookup tables).

Using the above representations for univariate distribu-
tions, we provide improved distribution specific closed-
form upper bounds and exact expressions for the 1-
Wasserstein distance between two independent univariate
location-scale distributions. The expressions are based
solely on the location and scale parameters (α, β) of the
two distributions in question and the standard quantile
function Φ−1

Z (x).
In addition, we apply these expressions to show how

the 1-Wasserstein distance can be used as a metric of
quality for differentially-private data. We endogenously
incorporate the effect of additive noise mechanisms
(the Laplace and Gaussian Mechanisms) for differential
privacy in the 1-Wasserstein distance.

II. CLOSED-FORM BOUNDS

There are a number of well established bounds on the
1-Wasserstein distances for distributions with finite first
and second moments. These results apply to the uni-
variate location-scale distributions studied in the paper.
We note that these bounds are conventionally presented
in terms of means and standard deviations (µ, σ) rather
than location and scale (α, β).

A. Existing Bounds

Below we present the tightest existing bounds for
location-scale distributions before providing a new up-
per bound for univarite location-scale distributions and
discussing the conditions under which this new bound is
tighter than the extant literature.

1) Upper Bound:

Lemma II.1. Given two univariate independent distri-
butions X1 ∼ (µ1, σ1) and X2 ∼ (µ2, σ2) within a
location-scale family, the 1-Wasserstein distance between
them is upper bounded by:

WUB2
1 (X1, X2) =

√
(µ1 − µ2)2 + (σ1 − σ2)2 (9)

Proof. Given two spherical distributions X1 ∼ (µ1,Σ1)
and X2 ∼ (µ2,Σ2), where the marginal distributions are
orthogonal (i.e. Σi = σ2

i Id) the 2-Wasserstein distance
admits a closed-form:

W 2
2 (X1, X2) = (µ0 − µ1)2 + d (σ1 − σ0)2 (10)

This is also known as the Frechet distance [16]. Next,
note that Wp ≤Wq for p ≤ q by Hölder’s inequality [7,
Remark 6.6] meaning:

W1(X1, X2) ≤
√
W 2

2 (X1, X2) (11)

=

√
(µ1 − µ2)2 + d (σ1 − σ2)2 (12)

In the univariate case d = 1, which concludes the proof.

2) Lower Bound:

Lemma II.2. Given two distributions X1 and X2 with
E[X1] = µ1 and E[X2] = µ2 the 1-Wasserstein distance
between them is lower bounded by [17]:

WLB
1 (X1, X2) = |µ1 − µ2| (13)

Proof. The definition of Wasserstein distance in (2) is
based on the expected norm between the difference of
X1 and X2. As the norm is a convex function we can
apply Jensen’s inequality and the linearity of expectation
to obtain:

W1(X1, X2) = inf E[|X1 −X2|] (14)

≥ |E[X1 −X2]| (15)

= |E[X1]− E[X2]| (16)

= |µ1 − µ2| (17)

This result also agree with analysis in [5, Proposition
3.2] where when one distribution dominates the other
(X1 � X2), for example if σ1 = σ2 and µ1 > µ2) then
the 1-Wasserstein distance is:

W1(X1, X2) = E[X1]− E[X2] (18)

= WLB
1 (X1, X2) (19)

B. Location-scale Distributions

We now present a new upper bound on the 1-
Wasserstein distance specific to location-scale distribu-
tions.

Theorem II.3. Given two univariate independent ran-
dom variables X1 = α1 + β1Z and X2 = α2 + β2Z the
1-Wasserstein distance between them is upper bounded
by:

WUB
1 (X1, X2) = |α1 − α2|+ E[|Z|]|β1 − β2| (20)

where Z ∼ (0, 1) is a standard distribution within the
location-scale family.
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Proof.

W1(X1, X2) =

∫ 1

0
|F−1

1 (q)− F−1
2 (q)|dq (21)

=

∫ 1

0
|
(
α1 + β1Φ−1

Z (q)
)

−
(
α2 + β2Φ−1

Z (q)
)
|dq

(22)

by the triangle inequality (|x+ y| ≤ |x|+ |y|):

W1(X1, X2) ≤|α1 − α2|

+ |β1 − β2|
∫ 1

0
|Φ−1
Z (q)|dq

(23)

then note that
∫ 1

0 |Φ−1
Z (q)|dq = E[|Z|].

The new upper bound in Theorem II.3 is linear in
distributional parameters, as opposed to the existing
bound in Lemma II.1. As X1 and X2 are from the same
location-scale family we can reframe the expressions
such that µi = αi and σi = βi. We note that when
α1 = α2/µ1 = µ2 then (9) reduces to |σ1−σ2| and (20)
reduces to E[|Z|]|β1−β2|. Therefore if E[|Z|] ≤ 1, (20)
will provide a tighter upper bound.

III. EXACT ANALYTICAL EXPRESSIONS

The closed-form bounds described above provide good
linear as well as quadratic approximations however it
remains desirable to obtain an exact expression for the
1-Wasserstein distance. To this end we provide an exact
expression by revisiting the proof of Theorem II.3 and
modifying one step providing the main result of this
paper.

Theorem III.1. Given two univariate independent ran-
dom variables X1 = α1 + β1Z and X2 = α2 + β2Z the
1-Wasserstein distance between them is:

W1(X1, X2) = E[|Y |] (24)

where Y = (α1 − α2) + (β1 − β2)Z.

Proof.

W1(X1, X2) =

∫ 1

0
|α1 − α2 + (β1 − β2) Φ−1

Z (q)|dq
(25)

=

∫ 1

0
F−1
|Y | (q)dq (26)

Note that the integrand defines the quantile function,
F−1
|Y | (q), of a folded/absolute value random variable

distributed as Z. Specifically, the underlying random

variable Y = (α1 − α2) + (β1 − β2)Z. Via the substi-
tution q = F|Y |(x) and dq = F

′

|Y |(x)dx:

=

∫ ∞
−∞

xf|Y |(x)dx (27)

= E[|Y |] (28)

We note that Theorem III.1 can be extended to p-
Wasserstein distances, using (4), with the resulting value
being E[|Y |p]1/p. However, we choose to focus on the
1-Wasserstein distance as in most cases for p > 1 this
quantity is not known or difficult to compute .

As Theorem III.1 provides an exact expression for
the 1-Wasserstein distance it may seem superfluous to
include the new upper bound presented in Theorem II.3.
However, there are a number of cases where Theorem
II.3 is either more desirable or indeed the only usable
expression. A closed-form expression from Theorem
III.1 is predicated on the existence of a closed-form for
the mean of the folded/absolute value random variable.
In some cases this is not available at all or not in the
general case (αy ∈ R, βy ∈ R+). For example, the
mean of the folded Student’s t distribution only has a
convenient closed-form when αy = 0 (see Appendix A),
as a result only Theorem II.3 can be used instead when
αy 6= 0.

Additionally, as will be discussed in greater detail in
the next section, the upper bound provided in Theorem
II.3 can provide a more useful functional form (e.g.
linear for Gaussians) which is particularly useful in
application such as optimisation.

Figure 1 shows the 1-Wasserstein distance for se-
lected distributions. The empirical distance was cal-
culated using the Python Optimal Transport
(POT) package [18]. The empirical 1-Wasserstein dis-
tance (marker) is averaged over Nr = 102 simulations
with Ns = 104 samples in each simulation. The shaded
area indicates the 95% confidence interval. The closed-
form expression based on Theorem III.1 are represented
by the solid lines. We provide a list of closed-form
expressions for the 1-Wasserstein distance between se-
lected location-scale distributions in Appendix A. For
conventionally non-negative distributions such as the
Weibull distribution, the 1-Wasserstein distance is simply
E[|Y |] = E[Y ]. However, in the general case the mean
of the folded variable is not readily available in the
literature. As such, Figure 1 does not include the closed-
form values (solid lines) when α1−α2 < 0 or β1−β2 < 0
for the Gamma or Weibull distributions. We show a basic
example of how we can extend closed-form expressions
for the uniform case in Appendix A.
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−4 −2 0 2 4
α1−α2

2

4

6

8

Gaussian
Laplace
Logistic
Uniform
Weibull (k=2)
Gamma (k=2)

(a) X1 = 5+5Z,X2 = α2+3Z

−4 −2 0 2 4
β1−β2

0

2

4

6

8

Gaussian
Laplace
Logistic
Uniform
Gamma (k = 2)

Weibull (k = 2)

(b) X1 = 1 + 5Z,X2 = β2Z

Fig. 1. 1-Wasserstein distance for selected location-scale distributions

IV. UNIVARIATE GAUSSIANS

In this section we study in greater detail the 1-
Wasserstein distance between independent univariate
Gaussians using the closed-form bounds and exact ex-
pressions developed in the previous sections. We note
here that for Gaussians µ = α and σ = β so we
parameterise them using µ and σ throughout.

A. Improved Upper Bound

In Section II-A we showed a generic upper bound
based on the 2-Wasserstein distance. However, a specific
upper bound for 1-Wasserstein distance between Gaus-
sian distributions, based on distributional parameters, has
also been developed [19].

Lemma IV.1. Given two independent multivariate Gaus-
sians X1 ∼ N(µ1,Σ1) and X2 ∼ N(µ2,Σ2) an upper
bound for the d-dimensional 1-Wasserstein distance is
[19, Lemma 2.4]:

W1(X1, X2) ≤|µ1 − µ2|

+

(
d∑
j=1

{(√
λ1,j −

√
λ2,j

)2

+ 2
√
λ1,jλ2,j (1− v1,j · v2,j)

})1/2

(29)

where µi are the means, λi,j is the ordered spectrum
of the d-dimensional Gaussians and vi,j is the associated
orthonormal basis of the eigenvectors.

In the univaiate case (29) simplifies to (denoted
WUB1

1 (X1, X2)):

W1(X1, X2) ≤ |µ1 − µ2|+ |σ1 − σ2| (30)

A proof is provided in Appendix B. We can recover (30)
which by applying the Cauchy-Schwartz inequality to (9)(∑

i x
2
i ≤ (

∑
i xi)

2
)

:

W1(X1, X2) ≤ |µ1 − µ2|+
√
d|σ1 − σ2| (31)

= |µ1 − µ2|+ |σ1 − σ2| (32)

We show that our new bound in Theorem II.3 is tighter
bound than either WUB1

1 (X1, X2) or WUB2
1 (X1, X2)

under certain conditions. Although WUB2
1 (X1, X2) pro-

vides a tighter bound in general, it is possible to obtain a
linear bound that is always tighter than WUB1

1 (X1, X2)
and also tighter than WUB2

1 (X1, X2) when µ1 = µ2.

Corollary IV.2. Given two univariate independent Gaus-
sians X1 = N(µ1, σ

2
1) and X2 = N(µ2, σ

2
2) the 1-

Wasserstein distance is upper bounded by:

W1(X1, X2) ≤ |µy|+
√

2

π
|σy| (33)

where µy = µ1 − µ2 and σy = σ1 − σ2

B. Exact Analytical Expression

Using Theorem III.1, the 1-Wasserstein distance be-
tween two univarite Gaussians is the mean of a folded
Gaussian [20, Equation 7].

Corollary IV.3. Given two univariate independent Gaus-
sians X1 ∼ N(µ1, σ

2
1) and X2 ∼ N(µ2, σ

2
2) the 1-

Wasserstein distance is equal to the mean of a folded
Gaussian E[|Y |] where Y ∼ N(µy = µ1 − µ2, σ

2
y =

(σ1 − σ2)2):

W1(X1, X2) = |µy|
[
1− 2ΦN

(
−|µy||σy|

)]
+ |σy|

√
2

π
exp

(
−
µ2
y

2σ2
y

) (34)

As shown above the 1-Wasserstein distance can be
expressed as a function of distributional parameters and
the standard normal CDF, ΦN (x).

C. Asymptotic Bounds

Given the exact analytical representation of the 1-
Wasserstein distance in terms of the distributional param-
eters we determine the tightness of the closed-form upper
and lower bounds and establish asymptotic bounds. By
taking limits over the distributional parameters (µy =
µ1 − µ2, σy = σ1 − σ2) we produce the following
proposition.

Proposition IV.4. Given two univariate independent
Gaussians X1 ∼ N(µ1, σ

2
1) and X2 ∼ N(µ2, σ

2
2) the
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1-Wasserstein distance between them converges asymp-
totically to:

lim
σy→0|µy→∞/−∞

W1(X1, X2) = WLB
1 (X1, X2) (35)

lim
σy→∞|µy→0

W1(X1, X2) = WLim
1 (X1, X2) (36)

where WLim
1 (X1, X2) = WUB

1 (X1, X2) − |µ1 − µ2| =√
2
π |σ1 − σ2|.

Proof.

lim
|σy|→0

W1(X1, X2) = |µy|
[
1− 2Φ

(
−|µy|

0

)]
+ (0)

√
2

π
exp

(
−
µ2
y

2(0)

) (37)

= |µy| [1− 2(0)] (38)

= |µ1 − µ2| (39)

= WLB
1 (X1, X2) (40)

The proofs for the remaining limits (σy → ∞, µy →
0, µy → ∞/ − ∞) are provided in Appendix C. We
note that the results in the degenerate cases have been
reported in [19, Example 2.5 & 2.6].

D. Improved Lower Bound

Based on the asymptotic analysis in Proposition IV.4
we can see that a tighter lower bound can be obtained
for univariate Gaussians.

Proposition IV.5. Given two univariate independent
Gaussians X1 = N(µ1, σ

2
1) and X2 = N(µ2, σ

2
2) the

1-Wasserstein distance is lower bounded by:

W1(X1, X2) ≥ max

(
|σy|
√

2

π
, |µy|

)
(41)

Proof. Staring from (34) we see that each component is
positive. As a result:

W1(X1, X2) ≥ |σy|
√

2

π
exp

(
−
µ2
y

2σ2
y

)
(42)

≥WLim
1 (X1, X2) (43)

= |σy|
√

2

π
(44)

Additionally, we know from Lemma II.2 we have the
lower bound WLB

1 (X1, X2) = |µy|.
Figure 2 illustrates the improved bounds and ex-

act expressions for the 1-Wasserstein distance between

−4 −2 0 2 4
µ1−µ2

0

1

2

3

4

5

6

7 Ŵ1(X1 ,X2)

W1(X1 ,X2)

WUB
1 (X1 ,X2)

WUB1
1 (X1 ,X2)

WUB2
1 (X1 ,X2)

W LB
1 (X1 ,X2)

W Lim
1 (X1 ,X2)

(a) X1 ∼ N(µ1, 4), X2 ∼
N(5, 9)

−2 0 2 4 6
σ1−σ2

0

2

4

6

8

10
Ŵ1(X1 ,X2)

W1(X1 ,X2)

WUB
1 (X1 ,X2)

WUB1
1 (X1 ,X2)

WUB2
1 (X1 ,X2)

W LB
1 (X1 ,X2)

W Lim
1 (X1 ,X2)

(b) X1 ∼ N(2, σ2
1), X2 ∼

N(5, 9)

Fig. 2. 1-Wasserstein distance and bounds for univariate independent
Gaussians

univariate Gaussians. Ŵ1(X1, X2) is the empirical 1-
Wasserstein distance averaged over Nr = 102 simula-
tions with Ns = 104 samples in each simulation. The
shaded area indicates the 95% confidence interval.

Although WUB2
1 (X1, X2), defined in (9), is much

tighter in general, the linear upper bound WUB
1 (X1, X2)

defined in (33) is better than the existing linear upper
bound WUB1

1 (X1, X2) defined in (30). We see that when
either σy → 0 or µy → ∞/ − ∞ the lower bound
WLB

1 (X1, X2) is tight. However, when either σy → ∞
or µy → 0 they do not converge to the upper bound
but rather an intermediate value WLim

1 (X1, X2), as dis-
cussed in Proposition IV.5. As a result the upper bound
WUB

1 (X1, X2) is only tight when σy = 0 resulting in
WUB

1 (X1, X2) = WLB
1 (X1, X2). This is clearly visible

in Figure 2a.

V. DIFFERENTIAL PRIVACY IN THE 1-WASSERSTEIN

DISTANCE

The Wasserstein distance is increasingly being used to
characterise uncertainty, for example, in distributionally-
robust optimisation (DRO) [13] as well as a measure
of data quality [4]. Concurrently, there is a grow-
ing interest in ensuring user privacy for such data-
driven applications. Differential privacy (DP), a privacy-
preserving technique which achieves privacy through
calibrated noise addition alters the data distribution and
its resulting utility [14]. Incorporating this effect within
the Wasserstein distance provides a unified analytical
metric to assess intrinsic data quality and the utility
degradation introduced by differentially-private noise.

In this section we provide improved closed-form
bounds for the 1-Wasserstein distance between a
differentially-private data distribution XDP = X1 +
DP-noise and a reference (non-private) data distribution
X2. In particular, two popular noise addition mecha-
nisms; (1) the Laplace mechanism and (2) the Gaussian
mechanism, are studied. Additionally, in the case the
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data distributions X1 and X2 are Gaussian, a common
assumption, we provide an exact expression and an ap-
proximation for the Gaussian and Laplace Mehcanisms
respectively.

A. Gaussian Mechanism

The Gaussian Mechanism for differential privacy is
defined as:

Definition V.1. (Gaussian Mechanism) MN (x, f, ε, δ)
provides (ε, δ)-DP for a function f(x) [21, Theorem
A.1]:

MN (x, f, ε, δ) = f(x) +XN (45)

where XN ∼ N(0, 2 ln(1.25/δ)∆2

ε2 ),∆ = max|f(x) =
f(y)|, ε ∈ (0, 1) is the privacy budget and δ is the
probability of failure.

Based on the definition above the differentially-private
data distribution XDP = X1 + XN . An upper bound
based on the triangle inequality and Jensen’s inequality
is provided in [13, Theorem 2]:

W (X1 +XN , X2) ≤W (X1, X2)

+

√
2 ln(1.25/δ)∆

ε

(46)

Using the corollaries outlined in Section IV we gener-
ate improved upper bounds and in the case X1 and X2

are Gaussian, we can provide an exact expression for
the 1-Wasserstein distance between differentially-private
data and a reference distribution under the Gaussian
mechanism. We first present the improved upper bound
in Proposition V.1.

Proposition V.1. Given a (ε, δ)-DP data distribution
XDP = X1 + XG, where XN ∼ N(0, 2 ln(1.25/δ)∆2

ε2 ),
and a reference (non-private) data distribution X2, the
1-Wasserstein between them is upper bounded by:

W (X1 +XN , X2) ≤W (X1, X2)

+
2∆

ε

√
ln(1.25/δ)

π

(47)

Proof. As the Wasserstein distance is a metric it obeys
the triangle inequality:

W (X1 +XN , X2) ≤W (X1, X2) +W (XN , δ0) (48)

where δ0 is the dirac delta distribution concentrated at
0. The second term can be reduced to:

W (XN , δ0) = σN

√
2

π
using (24) (49)

=
2∆

ε

√
ln(1.25/δ)

π
(50)

Next, if X1 and X2 are also Gaussian, we can provide
an exact expression as X1 and XN are independent and
the the resulting differentially-private data is distributed
as XDP ∼ N(µ1, σ

2
1 + 2 ln(1.25/δ)∆2

ε2 ).

Corollary V.2. Given a (ε, δ)-DP data distribution
XDP = X1 + XN , where X1 ∼ N(µ1, σ

2
1 , XN ∼

N(0, 2 ln(1.25/δ)∆2

ε2 ), and a reference (non-private) data
distribution X2 ∼ N(µ2, σ

2
2), the 1-Wasserstein between

them is:

W (X1 +XN , X2) = |µy|
[
1− 2Φ

(
−|µy||σy|

)]
+ |σy|

√
2

π
exp

(
−
µ2
y

2σ2
y

) (51)

where µy = µ1 − µ2, σy = σDP − σ2 and σDP =√
σ2

1 + 2 ln(1.25/δ)∆2

ε2 .

B. Laplace Mechanism

The Laplace Mechanism for differential privacy is
defined as:

Definition V.2. (Laplace Mechanism). MLap(x, f, ε)
provides ε-DP for a function f(x) [21, Definition 3.3]:

MLap(x, f, ε) = f(x) +XL (52)

where XL ∼ Lap(αl = 0, βl = ∆
ε ),∆ = max|f(x) =

f(y)| and ε is the privacy budget.

Based on the definition above the differentially-private
data distribution XDP = X1 + XL. A similar upper
bound to (46) for the Laplace mechanism is also pro-
vided in [13, Theorem 2]:

W (X1 +XL, X2) ≤W (X1, X2) +

√
2∆

ε
(53)

However, similar to Proposition V.1, in the univariate
case it is possible to obtain a tighter upper bound.

Proposition V.3. Given a ε-DP data distribution XDP =
X1+XL, where XL ∼ Lap(0, ∆

ε ), and a reference (non-
private) data distribution X2. The 1-Wasserstein between
them is upper bounded by:

W (X1 +XL, X2) ≤W (X1, X2) +
∆

ε
(54)

Proof. Again by the triangle inequality:

W (X1 +XL, X2) ≤W (X1, X2) +W (XL, δ0) (55)

where δ0 is the dirac delta distribution concentrated at
0. The second term can be reduced to the following
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by applying Theorem III.1 and the mean of the folded
Laplace [22, Proposition 2.3]:

W (XL, δ0) = E[|Y |], Y ∼ Lap(0, βy) (56)

= |0|+ |βy| exp

(
− |0||βy|

)
(57)

= |βy| (58)

=
∆

ε
(59)

If X1 and X2 are Gaussian, we can provide an
additional bound which is better than Proposition V.3
for larger ε. The actual differentially-private data dis-
tribution will follow a Gaussian-Laplace distribution
XDP ∼ NL(µ1, σ1, 1/bl, 1/bl) [23]. The mean and
variance are E[XDP ] = µ1 and V ar[XDP ] = σ2

1 + 2b2l
respectively. Interestingly, for a given bl the Gaussian-
Laplace is also a location-scale distribution. However,
applying Theorem III.1 would require the computation
of the following quantity,

∫ 1
0 |βDPΦ−1

NL(q)−σ2Φ−1
N (q)|dq

(where βDP (σ1, bl) is the scale parameter given that
XDP = µ1 + βDPZNL), for which there is no closed
form or convenient lookup table. Instead we observe
that the Gaussian-Laplace can be approximated with
high accuracy by a Gaussian with the same mean and
variance. This is especially true when bl is smaller than
or comparable to σ1.

Observation V.4. Given an ε-DP data distribution
XDP = X1 + XL, where X1 ∼ N(µ1, σ

2
1) and

XL ∼ Lap(0, ∆
ε ), and a reference (non-private) data

distribution X2 ∼ N(µ2, σ
2
2) the 1-Wasserstein between

them can be approximated by the 1-Wasserstein between
Gaussians. If σ1 '

√
2∆
ε the following holds:

W (XDP , X2) ≈ |µy|
[
1− 2ΦN

(
−|µy||σy|

)]
+ |σy|

√
2

π
exp

(
−
µ2
y

2σ2
y

) (60)

where µy = µ1 − µ2, σy = σ̃DP − σ2, and σ̃DP =√
σ2

1 + 2∆2

ε2 .

Figure 3 illustrates the improved bounds provided
above. We assume ∆ = 1 and δ = 10−2. The
empirical 1-Wasserstein distance (Ŵ1) averaged over
Nr = 102 simulations with Ns = 104 samples in
each simulation. The shaded area indicates the 95%
confidence interval. The bounds provided in (46) and
(53) are denoted W1(X1, X2) + WUB

1 (XL, δ0) and
W1(X1, X2)+WUB

1 (XG, δ0) respectively. The improved
bounds W1(X1, X2) + W1(XL, δ0) and W1(X1, X2) +

W1(XG, δ0) perform significantly better than the previ-
ous bounds, especially for smaller privacy budgets(ε).
The Gaussian approximation (60) of the Laplace Mech-
anism denoted W1(X1 + XG, X2) in Figures 3(a)-(c)
performs well compared to the upper bounds for larger
privacy budgets(ε), where σ1 '

√
2∆
ε .

VI. CONCLUSION

This paper explored the properties of the 1-
Wasserstein distance in the univariate case. We provided
an exact analytical expression for the 1-Wasserstein
distance between independent univariate location-scale
distributions based solely on distributional parameters
and special functions such as the standard Gaussian
or Gamma function. In addition, a closed-form upper
bound on the 1-Wasserstein distance for location-scale
distributions is presented. In particular, for Gaussians
this new bound is tighter than extant linear bounds
and tighter overall when the means of the distributions
are equal. The tightness of bounds was determined by
exploring asymptotics of the exact analytical expression.
Lastly, the effect of differentially-private noise addition
on the 1-Wasserstein distance was investigated providing
a tighter upper bound for both the Laplace and Gaussian
mechanism and an exact expression in the case where the
distributions are also Gaussian. Further work is needed
to determine whether this approach can be extended to
the multivariate case given that the theorems presented
in this paper rely on the monotony of transport in the
univariate case which allows the Wasserstein distance to
be expressed in terms of quantile functions.
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140 Ŵ1(X1 + XL ,X2)

W1(X1 ,X2)

W (X1 ,X2)+WUB
1 (XL ,δ0)

W1(X1 + XG ,X2)

W (X1 ,X2)+W1(XL ,δ0)

(c) X1 ∼ N(2, 25), X2 ∼ N(5, 4)

−4 −2 0 2 4
µ1−µ2

3

4

5

6

7
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APPENDIX A
1-WASSERSTEIN DISTANCE BETWEEN SELECTED

DISTRIBUTIONS

Theorem III.1 provides a convenient method for de-
termining the 1-Wasserstein distance between two distri-
butions within a location-scale family. For distributions
with non-negative support (e.g. exponential, Weibull) the
1-Wasserstein is simply the mean of such a distribution
(Y ) with a location parameter of αy = (α1 − α2) and
scale parameter of βy = (β1 − β2). For distributions
with real support (x ∈ R) (e.g. Gaussians) or bounded
but both positive and negative support (e.g. U(−1, 1)) the
theorem requires an additional step to obtain a closed-
form/analytical solution. The 1-Wasserstein distance is
the mean of the absolute value (folded) of the distri-
bution. In many cases explicit formulae for the folded
distribution are readily available. Table I summarises
the 1-Wasserstein distance for widely used location-scale
distributions.

Although uniformly distributed random variables are
part of a location-scale family, a closed-form expression
for the 1-Wasserstein distance between them does not
have a single expression in the general case. Instead,
there are two distinct cases as the mean of the resulting
folded distribution is different depending on αy and βy.

Proposition A.1. Given two univariate uniformly dis-
tributed random variables X1 = α1 + β1Z and X2 =
α2 + β2Z. The 1-Wasserstein distance between them is:

W1(X1, X2) =
1

2
(|ay|+ |by|) , if ay, by ≥ 0 or ≤ 0

(61)

W1(X1, X2) =
1

2

(
a2
y + b2y
by − ay

)
, otherwise (62)

Proof. By Theorem III.1 the underlying random variable
Y ∼ (α1 − α2) + (β1 − β2)Z. This is equivalent to
a uniform random variable Y ∼ U(ay = min((α1 −
α2), (β1− β2) + (α1−α2), by = max((α1−α2), (β1−
β2)+(α1−α2)). Below we derive the two cases depend-
ing on the resulting random variable Y ∼ U(ay, by); (1)
when Y is non-negative or non-positive (i.e. ay, by ≥ 0
or ay, by ≤ 0) or (2) when Y spans the origin (i.e.
ay < 0, by > 0).

(1) ay, by ≥ 0 or ay, by ≤ 0: In this case |Y | ∼
U(|ay|, |by|) which means that E[|Y |] = |E[Y ]|, resulting
in a straight forward closed-form expression:

W1(X1, X2) =
1

2
(|ay|+ |by|) (63)

(2) ay < 0, by > 0: In this case |Y | will not have a
uniform distribution, instead the negative support (ay ≤
x ≤ 0) of Y will be folded over into the positive domain.
The expected value will then be:

E[|Y |] =

∫ ay

0
2Cxdx+

∫ by

ay

Cxdx (64)

=
C

2

(
a2
y + b2y

)
(65)

where C is the normalising constant for Y :

2Cay + C(by − ay) = 1 (66)

C =
1

by − ay
(67)

The 1-Wasserstein distance is then:

W1(X1, X2) =
1

2

(
a2
y + b2y
by − ay

)
(68)

APPENDIX B
SIMPLIFICATION OF LEMMA IV.1

Below we provide a proof for the upper bound
(WUB1

1 (X1, X2)) produced from Lemma IV.1.

Proof. The proof is provided by simplification from
two dimensional case. Assuming the data is distributed
normally with X1 ∼ N(µ1,Σ1) and X2 ∼ N(µ2,Σ2)
their respective covariance matrix take the form:

Σi =

[
σi,1

2 ρi
ρi σi,2

2

]
The eigenvalues λi,j of the covariance matrix can be
determined by solving the following:

det (Σi − λId) = det

[
σi,1

2 − λi ρi
ρi σi,2

2 − λi

]
= 0

https://doi.org/10.1561/0400000042
https://jsdajournal.springeropen.com/articles/10.1186/s40488-015-0033-9
https://jsdajournal.springeropen.com/articles/10.1186/s40488-015-0033-9
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https://doi.org/10.1080/03610920500476234
https://doi.org/10.1080/03610929008830342
https://doi.org/10.1080/03610929008830342
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TABLE I
1-WASSERSTEIN DISTANCE FOR SELECTED LOCATION-SCALE

DISTRIBUTIONS

Distribution W1(X1, X2)/E[|Y |] 1 Source

Uniform2

1

2
(|ay|+ |by|) , ay & by ≥ 0 or ≤ 0

1

2

(
a2y + b2y
by − ay

)
, otherwise

Gaussian

|αy|
[
1− 2ΦN

(
−|αy||βy|

)]
+ |βy|

√
2

π
exp

(
−

α2
y

2 (βy)2

) [20]

Laplace |αy|+ |βy| exp

(
−|αy||βy|

)
[22]

Logistic |αy|+ 2|βy| ln
(

1 + exp

(
−|αy||βy|

))
[24]

Gamma 3 αy + kβy, αy, βy ≥ 0
Weibull 4 αy + βyΓ(1 + 1/k), αy, βy ≥ 0

Exponential5 αy + βy, αy, βy ≥ 0

Rayleigh6 αy + |βy|
√
π

2
, αy, βy ≥ 0

Student’s t 7 2|βy|
√
ν

π

Γ( ν+1
2

)

Γ( ν
2
)(ν − 1)

[25]

1 Y ∼ (location: αy = (α1 − α2) , scale: βy = (β1 − β2)).
2 Y ∼ αy + βyZU = U(ay, ay + by). The conven-
tional upper and lower bounds of the uniform distribution
Y are ay = min ((α1 − α2), (β1 − β2) + (α1 − α2)) , by =
max ((α1 − α2), (β1 − β2) + (α1 − α2)).
3 The Gamma distribution is a location-scale distribution for any
given k. It is non-negative when αy, βy ≥ 0 meaning E[|Y |] =
E[Y ].
4 The Weibull distribution is a location-scale distribution for any
given k. It is non-negative when αy, βy ≥ 0 meaning E[|Y |] =
E[Y ].
5 βy = λ1−λ2

λ1,λ2
where λi is the conventional inverse scale parameter.

Equivalent to Y ∼ Weibull(βy, k = 1). Also reported indepen-
dently in [26] by evaluating (5) directly.
6 Equivalent to Y ∼Weibull(

√
2βy, k = 2).

7 Only applies for αi = 0 and ν > 1, where ν is the degrees of
freedom.

(
σi,1

2 − λi
) (
σi,2

2 − λi
)
− ρ2

i = 0 (69)

λ2
n − (σi,1

2 + σi,2
2)λi +

(
σi,1

2σi,2
2 − ρ2

i

)
= 0 (70)

The corresponding orthonormal eigenvectors vi,j can
then be determined by solving the following:

Σivi =λi · vi (71)[
σi,1

2 ρi
ρi σi,2

2

] [
vi,j,1
vi,j,2

]
=λi,j ·

[
vi,j,1
vi,j,2

]
(72)

If ρi = 0, then:

(
σi,1

2 − λi
) (
σi,2

2 − λi
)

= 0 (73)

λi,1 = σi,1
2, λi,2 = σi,2

2 (74)

The corresponding eigenvector for λi,1:(
σi,1

2 − σi,12
)
vi,1,1 = 0 (75)(

σi,2
2 − σi,12

)
vi,1,2 = 0 (76)

vi,1 =

[
1
0

]
(77)

and for λi,2: (
σi,2

2 − σi,12
)
vi,2,1 = 0 (78)(

σi,2
2 − σi,22

)
vi,2,2 = 0 (79)

vi,2 =

[
0
1

]
(80)

In the one-dimensional case therefore, λi = σ2
i and vi =

1. The Wasserstein distance thus simplifies to:

W1(X1, X2) ≤ |µ1 − µ2|

+

√(√
σ2

1 −
√
σ2

2

)2

+ 2
√
σ2

1σ
2
2 (0)

(81)

= |µ1 − µ2|+ |σ1 − σ2| (82)

APPENDIX C
PROOF OF ASYMPTOTIC CONVERGENCE

The remaining proofs for Theorem IV.4 are provided
below.

Proof.

lim
|σy|→∞

W1(X1, X2) = |µy|
[
1− 2Φ

(
−|µy|∞

)]
+ |σy|

√
2

π
exp

(
− (µy)

2

2 (∞)2

)
(83)

= |µy|
[
1− 2

1

2

]
+ |σy|

√
2

π
(1)

(84)

=

√
2

π
|σ1 − σ2| (85)

lim
|µy|→0

W1(X1, X2) = (0)

[
1− 2Φ

(
− 0

|σy|

)]
+ |σy|

√
2

π
exp

(
− (0)2

2 (σy)
2

)
(86)

= |σy|
√

2

π
(1) (87)

=

√
2

π
|σ1 − σ2| (88)
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lim
|µy|→∞

W1(X1, X2) = |µy|
[
1− 2Φ

(
−∞
σy

)]
+ σy

√
2

π
exp

(
− (∞)2

2 (σy)
2

)
(89)

= |µy|[1− (0)] + σy

√
2

π
(0) (90)

= |µy| (91)

= WLB
1 (X1, X2) (92)
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